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We present  the  design, architecture and implementation of an open-source keyword-
based paradigm  for the  search of software resources in Grid infrastructures, called 
Minersoft. A key goal of Minersoft is to annotate automatically all the software resources 
with keyword-rich metadata. Experiments were conducted in EGEE. Results showed that 
Minersoft successfully crawled 12.3 million valid files (620 GB size) and sustained, in 
most sites, high crawling rates.

Experiments

Global le 
index

Global 
inverted 

index

File index

Full text 
inverted 

index

Batch system queue

Grid Job 
Manager

Graph 
Constructor

Query 
Processor

Users Minersoft Grid

Max Wall Clock Time

Grid Site 1

File index

Full text 
inverted 

index

Batch system queue

Max Wall Clock Time

Grid Site 2

File index

Full text 
inverted 

index

Batch system queue

Max Wall Clock Time

Grid Site N

MinerSoft Architecture

Step 1: Crawling & Files classification
Every site is visited(through Grid Jobs) and all 
filesystem's files are examined for their file type. 
(binaries, libraries, man pages,  scripts etc).

Step 3: Full text Indexing
In order to search all Software files, we need to 
have a full text index of those we are interested 
in. A full text index is being created for each site 
and the results are uploaded to each site's 
storage element. The full text index will be  used 
to answer users queries.

Step 4: Content enrichment
Some certain type of software files do not contain 
many words that can be used during queries. In 
order to enrich those files' content so that they 
will  be content-rich, we user the software graph 
and the files' relationships.

Step 5: Results merging
After all the above processes are finished, 
indexes and Software Graphs from all the Sites 
are merged to a global index that can be 
searched through keywords.  

Step 6: Answer user queries 
After all of the indexes and Software Graphs are 
created, MinerSoft is ready to give responces to 
users' queries.

Step 2: Association Mining:
The Software Graph 
Binaries require libraries to be dynamically linked 
during runtime, README files document or 
describe other files, man pages describe 
executable files. Those relationships make the 
Software Graph.

Fig. 2. Average times for crawling jobs.

Fig. 3. Percentage of irrelevant files.

Grid Sites Crawling Statistics Indexing Statistics
# of splits Metadata

store file
size (MB)

# of splits
(including
duplicates)

Inverted
Index size
(MB)

HG-03-AUTH 9 41 6 (8) 1261,33
RO-08-UVT 1 3,1 1 (1) 156,58
MK-01-UKIM-II 1 2,45 1 (1) 121,75
AEGIS01-PHY-SCL 1 2,2 1 (1) 163,55
HG-05-FORTH 5 20,5 5 (5) 586,05
BG01-IPP 13 38 6 (6) 850,9
CY-03-INTERCOLLEGE 1 1,5 1 (1) 75,06
HG-02-IASA 12 51 6 (11) 1511,75
CY-01-KIMON 2 7,3 2 (2) 128,9

TABLE II

CRAWLING & INDEXING STATISTICS.

Grid Sites File Rate (files/sec) Size Rate (MB/sec)
Files/Run time MB/Run time

HG-03-AUTH 117,82 6,80
RO-08-UVT 231,82 19,99
MK-01-UKIM-II 275,24 5,52
AEGIS01-PHY-SCL 339,66 11,62
HG-05-FORTH 172,65 9,43
BG01-IPP 79,15 2,06
CY-03-INTERCOLLEGE 225,43 6,50
HG-02-IASA 27,74 1,60
CY-01-KIMON 34,93 2,02

TABLE III

CRAWLING RATES.

intensive than crawling, since we need to conduct “deep”
parsing inside the content of all files.

Removing the duplicate files via the duplicate reduction
policy leads to reducing either the number of splits or the
number of files within splits since we found that 33% of files
belong to more than one Grid sites. For instance, HG-02-IASA
has 6 splits instead of 11 splits (including duplicate files).
Consequently, the total indexing time is significantly reduced.
Table II presents the number of splits and the size of inverted

Grid Site Binaries Sources Libraries Docs

HG-03-AUTH 32276 1354421 96698 2312900
RO-08-UVT 8134 66093 4199 136400
MK-01-UKIM-II 15083 71245 8010 135431
AEGIS01-PHY-SCL 6064 41257 7669 122615
HG-05-FORTH 26175 510430 49067 975504
BG01-IPP 28684 1013642 83332 1912159
CY-03-INTERCOLLEGE 26971 13636 3644 40090
HG-02-IASA 50096 1820096 121979 3038387
CY-01-KIMON 28690 232131 22571 478029
Total 222173 5122951 374598 9151515

TABLE IV

FILES CATEGORIES.

Grid Sites File Rate (files/sec) Size Rate (MB/sec)
Files/Run time MB/Run time

HG-03-AUTH 38,65 1,75
RO-08-UVT 24,03 0,82
MK-01-UKIM-II 14,94 0,31
AEGIS01-PHY-SCL 59,04 1,98
HG-05-FORTH 10,75 0,40
BG01-IPP 92,25 1,93
CY-03-INTERCOLLEGE 37,09 1,82
HG-02-IASA 65,07 2,92
CY-01-KIMON 66,50 3,36

TABLE V

INDEXING RATES.

file indexes in each Grid site. Note that less number of splits
are required for indexing than crawling since the irrelevant
files have been deleted. Finally, Table V depicts the throughput
of the indexer expressed in terms of the number of files and
the number of bytes processed per second in each Grid site.
The performance of indexing is affected by the hardware (disk
seek, CPU/memory performance), file types, and the workload
of each site.

To sum up, our experimentations concluded to the following
empirical observations:

• Minersoft successfully crawled 12.3 million valid files
(620 GB size) and sustained, in most sites, high crawling
and indexing rates.

• A large percentage of duplicate files exists in Grid sites.
Specifically, 33% of files belongs to more than one Grid
sites.

• The crawling and indexing is significantly affected by the
hardware (local disk, shared file system), file types and
the current workload of Grid sites.

• It is important to establish advanced software discovery
services in the Grid since, in most cases, more than 50%
of files that exist in the workernodes file systems of Grid
sites are software files.

VI. OPEN ISSUES

We are currently exploring a number of open issues that
require further analysis:

• Determining the size of splits: As we referred above, the
files of each Grid site are split into a number of splits
where the size of the split is chosen to ensure that the
crawling and indexing can be distributed evenly and effi-
ciently within the time constraints of the underlying site.
Considering that in a Grid infrastructure the execution
time and workload cannot be determined in advance using
historical data, the size of splits should be adapted to the

Files per software category

Categories of software files per site:
Different categories of files exist in Grid Sites like: 
binaries, libraries, scripts, souces etc.
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files of each Grid site are split into a number of splits
where the size of the split is chosen to ensure that the
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Jobs Average CPU & Run time

Grid Jobs run time:
Each site had to be crawled and indexed. Below, you 
can see the average run time/CPU time used by our 
crawlers and indexers.

Crawling Performance:
MinerSoft's crawlers thoughput ranges between 27 
and 339 files per second.

Fig. 2. Average times for crawling jobs.

Fig. 3. Percentage of irrelevant files.

Grid Sites Crawling Statistics Indexing Statistics
# of splits Metadata

store file
size (MB)

# of splits
(including
duplicates)

Inverted
Index size
(MB)

HG-03-AUTH 9 41 6 (8) 1261,33
RO-08-UVT 1 3,1 1 (1) 156,58
MK-01-UKIM-II 1 2,45 1 (1) 121,75
AEGIS01-PHY-SCL 1 2,2 1 (1) 163,55
HG-05-FORTH 5 20,5 5 (5) 586,05
BG01-IPP 13 38 6 (6) 850,9
CY-03-INTERCOLLEGE 1 1,5 1 (1) 75,06
HG-02-IASA 12 51 6 (11) 1511,75
CY-01-KIMON 2 7,3 2 (2) 128,9

TABLE II

CRAWLING & INDEXING STATISTICS.

Grid Sites File Rate (files/sec) Size Rate (MB/sec)
Files/Run time MB/Run time

HG-03-AUTH 117,82 6,80
RO-08-UVT 231,82 19,99
MK-01-UKIM-II 275,24 5,52
AEGIS01-PHY-SCL 339,66 11,62
HG-05-FORTH 172,65 9,43
BG01-IPP 79,15 2,06
CY-03-INTERCOLLEGE 225,43 6,50
HG-02-IASA 27,74 1,60
CY-01-KIMON 34,93 2,02

TABLE III

CRAWLING RATES.

intensive than crawling, since we need to conduct “deep”
parsing inside the content of all files.

Removing the duplicate files via the duplicate reduction
policy leads to reducing either the number of splits or the
number of files within splits since we found that 33% of files
belong to more than one Grid sites. For instance, HG-02-IASA
has 6 splits instead of 11 splits (including duplicate files).
Consequently, the total indexing time is significantly reduced.
Table II presents the number of splits and the size of inverted

Grid Site Binaries Sources Libraries Docs

HG-03-AUTH 32276 1354421 96698 2312900
RO-08-UVT 8134 66093 4199 136400
MK-01-UKIM-II 15083 71245 8010 135431
AEGIS01-PHY-SCL 6064 41257 7669 122615
HG-05-FORTH 26175 510430 49067 975504
BG01-IPP 28684 1013642 83332 1912159
CY-03-INTERCOLLEGE 26971 13636 3644 40090
HG-02-IASA 50096 1820096 121979 3038387
CY-01-KIMON 28690 232131 22571 478029
Total 222173 5122951 374598 9151515

TABLE IV

FILES CATEGORIES.

Grid Sites File Rate (files/sec) Size Rate (MB/sec)
Files/Run time MB/Run time

HG-03-AUTH 38,65 1,75
RO-08-UVT 24,03 0,82
MK-01-UKIM-II 14,94 0,31
AEGIS01-PHY-SCL 59,04 1,98
HG-05-FORTH 10,75 0,40
BG01-IPP 92,25 1,93
CY-03-INTERCOLLEGE 37,09 1,82
HG-02-IASA 65,07 2,92
CY-01-KIMON 66,50 3,36

TABLE V

INDEXING RATES.

file indexes in each Grid site. Note that less number of splits
are required for indexing than crawling since the irrelevant
files have been deleted. Finally, Table V depicts the throughput
of the indexer expressed in terms of the number of files and
the number of bytes processed per second in each Grid site.
The performance of indexing is affected by the hardware (disk
seek, CPU/memory performance), file types, and the workload
of each site.

To sum up, our experimentations concluded to the following
empirical observations:

• Minersoft successfully crawled 12.3 million valid files
(620 GB size) and sustained, in most sites, high crawling
and indexing rates.

• A large percentage of duplicate files exists in Grid sites.
Specifically, 33% of files belongs to more than one Grid
sites.

• The crawling and indexing is significantly affected by the
hardware (local disk, shared file system), file types and
the current workload of Grid sites.

• It is important to establish advanced software discovery
services in the Grid since, in most cases, more than 50%
of files that exist in the workernodes file systems of Grid
sites are software files.

VI. OPEN ISSUES

We are currently exploring a number of open issues that
require further analysis:

• Determining the size of splits: As we referred above, the
files of each Grid site are split into a number of splits
where the size of the split is chosen to ensure that the
crawling and indexing can be distributed evenly and effi-
ciently within the time constraints of the underlying site.
Considering that in a Grid infrastructure the execution
time and workload cannot be determined in advance using
historical data, the size of splits should be adapted to the

Crawling Performance

High Performance Computing Systems Lab
Department of Computer Science - University of Cyprus

Workflow

  Abstract

Fig. 2. Average times for crawling jobs.

Fig. 3. Percentage of irrelevant files.

Grid Sites Crawling Statistics Indexing Statistics
# of splits Metadata

store file
size (MB)

# of splits
(including
duplicates)

Inverted
Index size
(MB)

HG-03-AUTH 9 41 6 (8) 1261,33
RO-08-UVT 1 3,1 1 (1) 156,58
MK-01-UKIM-II 1 2,45 1 (1) 121,75
AEGIS01-PHY-SCL 1 2,2 1 (1) 163,55
HG-05-FORTH 5 20,5 5 (5) 586,05
BG01-IPP 13 38 6 (6) 850,9
CY-03-INTERCOLLEGE 1 1,5 1 (1) 75,06
HG-02-IASA 12 51 6 (11) 1511,75
CY-01-KIMON 2 7,3 2 (2) 128,9

TABLE II

CRAWLING & INDEXING STATISTICS.

Grid Sites File Rate (files/sec) Size Rate (MB/sec)
Files/Run time MB/Run time

HG-03-AUTH 117,82 6,80
RO-08-UVT 231,82 19,99
MK-01-UKIM-II 275,24 5,52
AEGIS01-PHY-SCL 339,66 11,62
HG-05-FORTH 172,65 9,43
BG01-IPP 79,15 2,06
CY-03-INTERCOLLEGE 225,43 6,50
HG-02-IASA 27,74 1,60
CY-01-KIMON 34,93 2,02

TABLE III

CRAWLING RATES.

intensive than crawling, since we need to conduct “deep”
parsing inside the content of all files.

Removing the duplicate files via the duplicate reduction
policy leads to reducing either the number of splits or the
number of files within splits since we found that 33% of files
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file indexes in each Grid site. Note that less number of splits
are required for indexing than crawling since the irrelevant
files have been deleted. Finally, Table V depicts the throughput
of the indexer expressed in terms of the number of files and
the number of bytes processed per second in each Grid site.
The performance of indexing is affected by the hardware (disk
seek, CPU/memory performance), file types, and the workload
of each site.
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ciently within the time constraints of the underlying site.
Considering that in a Grid infrastructure the execution
time and workload cannot be determined in advance using
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Indexing Performance

Indexing Performance:
MinerSoft's indexers thoughput ranges between 14 
and 92 files per second.

Irrelevant files percentage:
The fact that more than 50% of the Sites' files, are 
Software files, shows  the need for a Software Search 
Engine for Grid Infrastructures.

Conclusions
-- MinerSoft successfully crawled 12.3 
    million files(620 GB) sustaining high
    crawling and indexing performance.

-- There is a large percentage of duplication    
    of files among Grid Sites(~33%).

-- It is very important to establish advanced
   software discovery services for the Grid 
   since more than 50% of sites' filesystems
   are Software Files.
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